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Introduction
Heart disease is a leading cause of death worldwide. While traditional methods like the

Framingham Risk Score rely on factors such as blood pressure, cholesterol, and smoking
history, they can miss complex patterns in data.

With the rise of machine learning (ML), we now have tools that can analyze large, complex
datasets like electronic health records (EHRs), genetic information, and imaging data in

order to detect heart disease earlier and more accurately.
Recent models ranging from logistic regression to advanced neural networks and

ensemble methods have shown improved accuracy over traditional risk calculators like
the ACC/AHA guidelines (Weng et al., 2017; Rajkomar et al., 2018). With so many options we

must conduct tests to determine which model is the most accurate. Establishing this
allows for more accurate diagnosis and research focus. 

Methodology
This research adopts a comprehensive, approach to assess the

reliability and accuracy of machine learning (ML) models in predicting
heart disease. A systematic review of existing studies will be

conducted to understand the current landscape of machine learning
applications in heart disease prediction. The review will focus on

identifying common machine learning algorithms used in heart disease
prediction, the datasets used across studies and their quality (size,
completeness, diversity), and common challenges that occur when
using ML to predict heart disease. This step will involve sourcing

articles from peer-reviewed journals, conference papers, and online
databases like PubMed, IEEE Xplore, and Google Scholar, focusing on

works published within the last five years to ensure the review
reflects the latest trends in the field. The goal will be to assess

multiple learning models to determine which model is the most
accurate based on the current literature available. Based on these

insights, the hope is for this research to provide actionable
recommendations for improving machine learning applications in

heart disease prediction.

 Random Forest consistently had the highest levels of accuracy across studies, with one achieving 100%
accuracy and another reporting 90% accuracy using the UCI dataset. This model uses an ensemble method,
which combines the predictions of multiple decision trees, provides strong resistance to overfitting and

makes it highly robust.  KNN also performed well, with one study reporting 99.04% accuracy, and was
especially effective in clean, preprocessed datasets, though it is known to be inefficient on larger datasets

and sensitive to data scaling.  SVM models were recognized for their ability to work well in high-
dimensional spaces and performed strongly in metrics such as AUC, with pooled values as high as 0.92,

though they often require careful parameter tuning and may struggle with noisy data. 
 Logistic Regression and Decision Trees offered speed and interpretability, but they generally showed lower

accuracy in comparison to the more complex models, due to their linear and individual-tree nature,
respectively.  Deep learning approaches, particularly CNNs and hybrid models combining deep learning with

feature selection techniques, showed very promising results in terms of accuracy, though they required
large datasets, extensive computational resources, and lacked the interpretability needed for clinical

application. Overall, Random Forest emerged as the most accurate and reliable model across the studies
reviewed, with KNN and SVM also demonstrating strong performance depending on the dataset. While deep
learning offers exciting potential, its practical use in heart disease prediction remains limited by data

demands and lack of transparency in decision-making, which are crucial in medical contexts.
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